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Abstract 

 

The struggle to combat climate change remains complex and challenging. Currently, two 

climate change approaches, namely, mitigation and adaptation, have been widely supported. 

These are empirical, requiring further explanation of the main drivers of carbon emissions. 

This research seeks to tackle this problem by providing a strategy to reduce climate change 

impacts. This study contributes to the existing empirical literature in several ways. It 

investigates whether education and information and communication technology (ICT) matter 

to promote environmental sustainability in the Eastern and Southern Africa. The empirical 

evidence is based on the third-generation panel unit root test and panel cointegration tests that 

account for the potential issue of structural breaks in the series. We further dissect the long 

and short run dynamics using the panel Granger causality approach. Our findings show the 

possibility of using education and clean technology investment in a complementary strategy 

for mitigating carbon emissions and promoting environmental sustainability in the sampled 

countries. 
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1. Introduction  

 

Climate issues have continued to yield considerable literature seeking to provide solutions for 

promoting environmental sustainability. This is not surprising, as consensus has been reached 

among scientists and environmentalists that carbon dioxide (CO2) emissions are the greatest 

concern for global warming (Khajuri & Ravindranath, 2012; Aueswald et al., 2018; Asongu, 

2018a, 2018b; Ahmed, 2020a, 2020b). This study developed and tested an augmented 

stochastic impact by regression on population, affluence, and technology (STIRPAT) 

framework incorporated in a panel VAR model to explore the role of education and 

information and communication technology (ICT) in promoting environmental quality in 

Eastern and Southern Africa. The study aims to discover new insights that could help 

mitigate climate change in the Eastern and Southern Africa.  

 

In a series of studies, Asongu et al. (2018) suggested that ICT promotes environmental 

sustainability in sub-Saharan Africa, contingent on the attainment of some ICT penetration 

thresholds. Moreover, in a recent study, Ahmed et al. (2020) discovered that ICT supports 

environmental sustainability in Latin American and Caribbean countries. Their findings 

provide a far deeper insight into the link between ICT and environmental sustainability. Still, 

the lack of a consensus among scholars on whether the effect of ICT on environmental 

sustainability is direct or indirect motivates renewed interest, particularly in Eastern and 

Southern Africa, where the need to improve education and ICT usage/adoption is a major 

objective. 

 

Three important factors call for an inquiry into the environmental impact assessment of 

Eastern and Southern African countries. First, Eastern and Southern Africa are among the 

oldest communities and home to a variety of agricultural products. These regions contribute 

to a substantial proportion of the agricultural production of the entire continent, which makes 

their environmental impact assessment important for the food security of the continent 

(Salami et al., 2010; Wing & Keats, 2013); thus, a sudden outbreak of negatively externalities 

resulting from climate change is likely to have an overall unfavourable impact on the food 

supply chain. There is increasing concern that the Eastern and Southern African countries are 

likely to be highly vulnerable to climate change due to exposure to extreme weather 

conditions and increasing evidence of sea-level changes (Wing & Keats, 2013). A similar 

report has shown that climate change is expected to trigger future disease outbreaks in the 
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coming decades, which are likely to generate public health crises in which equatorial and 

subtropical Eastern and Southern African countries may be most affected (Funk et al., 2005). 

Other reports have shown that the EAC and Southern Africa will be confronted with weather 

events and exposed to health-related risks arising from poor environmental quality (Magadza, 

2000).  

 

Second, the Eastern and Southern African regions have abundant natural resources that 

require understanding of integrated climate change strategies to mitigate CO2 emissions. For 

instance, improving technology resources is needed to promote the integration of climate-

smart species, efficient wildlife management, and marine planning.   

 

Third, Eastern and Southern African countries' populations have continued to increase 

disproportionately with natural resources, yet there is a dearth of empirical studies assessing 

climate variability and its consequences on potential human capital (health and education). 

The Eastern and Southern African countries constitute a coastal area where there is a growing 

population. Trading networks have been affected by rising sea levels and mangroves are 

threatened by deforestation and erosion problems (Magdza, 2000). Additionally, the Eastern 

and Southern African communities have human capital deficits when compared to other sub 

regions with relatively better education and health institutions such as West Africa. These 

factors make the attendant communities important candidates for our inquiry.   

 

In the light of the above, the main research question this study aims to address is the 

following: does education and ICT promote environmental sustainability in Eastern and 

Southern Africa? Hence, the study uses a panel approach to investigate whether education 

and ICT promote environmental quality and makes three important contributions: (a) By 

controlling for confounders, the study makes inference on the causation link among the 

factors. (b) By accounting for structural breaks and addressing the cross sectional dependency 

issue, the study uses the Bai and Carrion (2009) panel unit root tests and the Westerlund and 

Edgerton (2008) test to check the convergence of the variable to the long-term mean. (c) The 

study further employs the panel Granger causality test which help to decompose the long and 

short run dynamics among the factors and provide information on the speed of convergence 

of the variable to the long run mean which is important for policy implication. The findings 

show cointegration among the factors and highlight the importance of education and ICT for 

promoting environmental sustainability in Eastern and Southern Africa. 
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The positioning of the study is consistent with Aspiration 1 of Africa’s Agenda 2063 on a 

prosperous Africa that is based on inclusive growth and sustainable development (African 

Union Commission, 2015). Accordingly, goals surrounding this aspiration clearly articulate 

the need for countries to leverage on ICT and education, inter alia, in order to ensure 

environmental sustainability on the African continent.  Accordingly, education and ICT are 

variables of interest in this study by which environmental sustainability can be ensured. 

Moreover, some Programmes/Agreements implemented/instituted by Eastern and Southern 

African countries in relation to climate change that  further justify the study include: (i) “The 

COMESA-EAC-SADC (Common Market for Eastern and Southern Africa, East African 

Community, and the South African Development Community) Tripartite Programme 

Management Units of the Programme on Climate Change Adaptation and Mitigation in 

Eastern and Southern Africa” (IISD, 2014) and (ii) the Southern Africa Sub Regional 

Framework of Climate Change Programmes (SADC, 2010).  

 

This study contributes to the existing empirical literature, which is concisely discussed in 

Section 2. Section 3 describes the data, modelling strategy, and research method. Section 4 

presents and discusses the findings, while section 5 concludes with policy recommendations.  

 

Literature Review 

2.1 Conceptual Framework 

In contemporary studies, the link between education, ICT, and the environment relies on the 

STIRPAT framework (see Ibrahim et al., 2017; Shahbaz et al., 2016, 2019, 2020). The 

framework was developed by Erlich and Hodren (1972) but was reformed by Dietz and Rosa 

(1997). Today, the STIRPAT framework is useful for stimulating policy needs to promote 

environmental sustainability. However, it contains important indicators that are key drivers of 

climate change (Bargoui et al., 2014); thus, the augmented version is used in the present 

study. 

 

2.2 Related studies 

2.2.1 Education and the Environment 

Education is a crucial factor for the success of a global response to climate change (United 

Nation, 1992). Mitigation and adaptation strategies are commonly used to address climate 

change, and effective implementation of either strategy necessitates a well-informed 
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population and citizenry education. Several studies have looked at the possibility of using 

education to reduce carbon emissions and reassure sustainable environment (Cordero et al., 

2008). For example, education and air quality (Johnson et al., 2012), education and improved 

farming practice (Magadza, 2000) as well as education and ICT. Some studies have found 

that through education, people can be aware of the danger of environmental degradation 

(Kollmuss & Agyeman, 2002; Lyons et al., 2006; De Leeuw et al., 2015; Craig & Allen, 

2015). Few studies have argued that students should be required to learn about the effects of 

climate change and the role of human activities in degrading the environment (Monroe et al., 

2019; Wise, 2010; Lee et al., 2015). Monroe et al. (2019) suggests that a systematic education 

strategy that provides in-depth understanding of climate change should be developed. Wise 

(2010) suggests that earth science teachers should include climate and climate change in their 

curriculum to raise sustainability awareness. Rodriguez et al. (2011) and Aderson (2012) 

indicate that if the government invests in science education, it will help to reduce global 

warming.  

 

The importance of climate education is now the focus of many policy circles because whereas 

the impacts of climate change are affecting the lifestyles and lives of citizens directly, it is 

imperative for networks of committed ‘agents of change’ to be created in order to fast-track 

processes of securing wonderful landscapes, interesting flora and fauna as well as preserving 

the wellbeing of generations to come. It is in this light that ‘education of the future’ aims to 

bring climate awareness and education to young people and children such that policy makers 

can leverage on their creativity, willingness to learn and energy to help develop sustainable 

solutions, especially by means of ICT (World Economic Forum, 2021).  

 

 

2.1.2 ICT and the Environment  

Several studies have attempted to explain the relationship between ICT and the environment, 

with mixed and conflicting results. Asongu et al. (2017) investigated whether ICT penetration 

and carbon emissions in sub-Saharan Africa can contribute to environmental sustainability by 

reducing CO2 emissions using the Generalised Method of Moments for the period 2000–2012 

and found that ICT can be used to mitigate the negative impact of CO2 emission on inclusive 

development. Zhou et al. (2019) examined how ICT drives carbon emissions using a sectorial 

level analysis for China and discovered that ICT drives China's carbon emissions. Ahmed et 

al. (2020a)examined the criticality of ICT and human capital for environmental sustainability 
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in Latin America and Caribbean countries between 1995 and 2017 and reported that ICT and 

trade openness Granger cause CO2 emissions. Shabani and Shahnazi (2019) examined the 

link between carbon emissions and ICT via energy consumption for the period 2002 to 2013 

and discovered a negative relationship between ICT and CO2 emissions. Shabani and 

Shahnazi (2019) attributed these results to industrial output. Amri et al. (2019) investigated 

the link between CO2 emissions, total factor productivity, and ICT in Tunisia and reported 

that the level of ICT in Tunisia promoted environmental sustainability. Asongu et al. (2018) 

showed that ICT can have a significant impact on CO2 reduction. Lee and Brahmasrene 

(2014) investigated the impact of ICT on CO2 emissions and economic growth in ASEAN 

countries between 1991 and 2019, reporting that ICT has a positive impact on CO2emissions 

during the examined period. Gouvea et al. (2018) examined the link between ICT and 

environmental sustainability and observed that human capital plays an important role in the 

relationship between ICT and environmental sustainability. Shobande and Ogbeifun (2021) 

investigated whether information and communication technology (ICT) can help improve 

environmental quality, concluding that ICT can help raise awareness, track emitters, and 

improve the environment. 

 

2.2.3   Economic Growth and Environment    

 

There are many arguments on the link between economic growth and the environment. Some 

studies contend that initial growth is associated with a rise in carbon emissions but after a 

certain level of growth, a decline in carbon emissions is expected. While the hypothesis has 

gained ground among scholars, empirical evidence remains inconclusive. For example, 

Apergies and Oztirks (2015) find evidence in Asian economies, Shahbaz (2013) for Pakistan, 

Ongan et al. (2021) for the United States, Murshed et al. (2021) for Bangladesh, Ahmed et al. 

(2021) for Chinese provinces, Isik et al. (2021) for the OECD. Among the most influential 

studies, the question of whether economic growth is associated with lower pollution remains 

unanswered. Similarly, studies that have looked into whether growth leads to increased 

resource overuse and environmental degradation have found mixed results. For example, 

Kahuthu (2006) provide a global perspective, Jamel and Derbali (2016) focus on Asia, Alam 

et al. (2007) are concerned with Pakistan, Ullah et al. (2021) are oriented toward Pakistan and 

Indian, and Hao et al. (2021) focus on G-7 countries. 

 

 

2.2.4 Trade Openness and environment    
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The role of trade on environmental degradation is well spelt-out in the pollution haven 

hypothesis (Leal & Marques, 2021; Shobande & Asongu, 2021a). According to the 

hypothesis, increased trade and weaker environmental policies have serious consequences for 

climate change. Similarly, polluting industries migrate to countries with weaker 

environmental policies when one country's pollution policies are tightened (Usman et al., 

2020; Gasimil et al., 2019; Ahmed & Le, 2021). While the pollution haven hypothesis 

enables researchers to track the channels through which global trade influences emissions, 

critics argue that global trade actually improves the environment. For example, Shen (2008) 

examined the impact of trade liberalisation in China for the period 1993 to 2002 and reported 

that increase in trade leads to more emissions. Sinha et al. (2017) reported that trade leads to 

unsustainable environment among emerging economies. On the contrary, Nasir et al. (2021) 

examined the role of trade on environmental depredation and reported that trade has no 

meaningful impact on the environment. Muradian and Martinez – Alier (2001) examined 

whether global trade should be blamed for environmental degradation and reported that trade 

has a positive influence on the environment. Wang and Zhang (2021) examined the effects of 

trade openness on decoupling carbon emissions in 182 countries and reported that trade 

openness can help reduce emissions during the period examined. 

 

2.2.5 Agriculture and environment 

 

The prospects for global warming and the link between human activities through agricultural 

production have become a never-ending debate for carbon emissions when weighing climate-

change policies. Many studies have concluded that agricultural education is critical for 

reducing carbon emissions, especially in Africa. For example, Magadza (2000) suggests that 

poor education of farmers contributes to increase in carbon emissions. Shobande (2019) 

suggest that agricultural extension programs geared are towards educating farmers on new 

farming methods can boost productivity while also ensuring long-term viability. According 

toLi et al. (2021) failing to pay attention to farmers' education will result in environmental 

degradation. Recent studies have shown that carbon emissions from agricultural activities 

have continued to double, posing a climate threat if not addressed (Malhi et al., 2021; Khanal 

et al., 2021). 

 

In light of the above review, previous studies have provided deeper information on the link 

between education, ICT, and carbon emissions. However, the majority of evidence is still far 
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from generalised. At best, the different methodologies and changes in these studies' 

environments are likely to explain this inconsistency. Similarly, the majority of empirical 

studies are country-specific, as they do not reflect the circumstances of the region. 

Meanwhile, specific studies focusing on Eastern and Southern Africa are still missing; 

whereas reports have shown that the environments of attendant regions may be the worst hit 

by climate change (Madadza, 2000; Funk et al., 2005). Thus, this study is timely as it seeks to 

examine the link between education, ICT, and CO2 emissions tailored to provide information 

that will help reduce the unfavourable effects of climate change. 

 

3. Data and Methodology 

3.1 Data  

This research investigates whether education and ICT matter for environmental sustainability 

for a panel of 12 African countries which includes: (i)the 5countries of the Eastern 

Africa(Tanzania, Kenya, Rwanda, Burundi & Uganda), 3 Eastern African extension 

(Ethiopia, Djibouti, and Sudan), and4 Southern African countries (Madagascar, Mozambique, 

Zambia & Mauritius). The study used annual series data obtained from the World Bank 

covering the period 1995 to 2018. The availability of data constrains the period covered. 

Consistent with existing literature (Shobande & Enemona, 2021; Shobande, 2020; Shobande 

& Asongu, 2022), CO2 emissions in metric tons per capita are used to capture the 

environmental impact, and the data are available in the World Development Indicators (WDI) 

of the World Bank. The three ICT indicators include internet users (cyber); mobile cellular 

subscription (mobile), fixed broadband subscription (broadband). The internet users can be 

internet used via a computer, mobile phone, personal digital, game, and digital television 

(Ahmed et al., 2016, 2020). (Shobande & Asongu, 2021b), the education variable is captured 

with school enrolment, tertiary (% gross) obtained from WDI. Other variables considered 

include GDP per capita, population, agriculture, and trade openness (trade) which is also 

sourced from WDI. This choice of the variables conformed with the earlier studies (see 

Asongu, 2018, 2019, 2020; Ahmed et al., 2016, 2020; Tchamyou et al., 2019), and 

description is in Appendix Table A, while the list of countries is in Appendix B. 

 

Descriptive Statistics   

This section presents the summary statistics of the series. The goal is to have prior 

information on the series' past behaviour before undertaking any serious analysis. Table 1 

presents the descriptive statistics of the variables.   
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Table 1 

 

Evidence from Table 1 suggests an average of carbon emission (CO2) per capita and 

corresponding standard deviation stood at 0.32 (0.11), whereas education, 0.4 (0.2), and 

respectively. 

 

Principal Components Analysis   

The first step in choosing the candidate variable for our ICT is to use the Panel Principal 

Component Analysis (PPCA). The PPCA contains a standardised variable model that helps 

determine the eigenvectors using a correlation matrix from well-constructed data.  To analyse 

our PPCA, we used the three ICT variables to uncover the factors' variation and contribution. 

In PPCA, the covariance function is expressed as 

 

∑ =1
𝑘⁄

∑ (�⃗� 𝑖 − �⃗� )𝑘
𝑖=1 (�⃗� 𝑖 − �⃗� )𝑇 = 1 𝑘⁄ 𝑋𝑋𝑇                                                   (11) 

 

The correlation matrix is defined as (�⃗� 1 − �⃗� )………………(�⃗� 𝑖𝑈𝐾 − �⃗� )  ∈ ℛ𝑛∗𝑘 , and the bar 

(�⃗� ) is taking as the sample's average value. The PPCA indicates the various eigenvalues and 

the difference in variation in each variable and the proportional contribution. Table 2 presents 

the empirical results of the PPCA for the ICT variables examined. 

 

Table 2 

 

From the findings presented in Table 2, the first principal component is retained as proxy for 

ICT because it has an Eigen value that is higher than one and contains about 93% of 

combined information in the three ICT variables. The choice of the first principal component 

is based on the Kaiser 1 criterion (Kaiser, 1974; Jolliffe, 2002) in the light of recent literature 

(see Tchamyou, 2017; Asongu, 2017). 

 

Tests for cross-section dependency and homogeneity     

In panel analysis, ignoring cross-sectional dependency (CD) will have serious implications on 

the results. Two major problems are often discussed regarding CD. First, ignoring the CD 

might results in loss of efficiency as the T-statistics is unlikely to be valid. Second, important 
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information about the variable's prior behaviour is likely to be uncovered during the CD tests. 

Three statistical tests were used. The first is suggested by Breusch and Pagan (1979) for 

testing disturbance in linear regression framed in the Lagrangian Multiplier (LM). The 

second is suggested by Pesaran (2004, 2015) developed to rectify the challenges observed 

with Breusch-Pagan LM. The third is Pesaran (2004) for testing CD in large samples. 

Unfortunately, the Breusch and Pagan (1979) 𝐿𝑀 is not without problem, research has shown 

that when 𝑁 is becoming larger, the Breusch and Pagan (1979) 𝐿𝑀 is unlikely to be efficient 

(Baltagi, 2008; Baltagi et al., 2007, 2012, Baltagi & Li, 1995; Baltagi & Kao, 2001). Table 3 

presents empirical results of the CD tests. 

 

Table 3 

  

Evidence from Table 3 suggests the existence of cross-sectional dependency among the 

countries. This suggests inter alia: potentially high economic integration, benefits of 

globalisation through trade and sharing of common shocks among the countries. To further 

validate the findings of the first-generation CD test, we implement the Pesaran and Yagamata 

(2008) slope heterogeneity test and the empirical evidence are presented in Table 4. 

 

Table 4 

 

The overall evidence presented in Table 4 confirmed the earlier finding from the first-

generation tests on the existence of cross-sectional dependency among the countries. 

 

3.2 Methodology  

3.2.1 Theoretical Model  

As earlier discussed, this study adopts the STIRPAT framework and detailed as follows.  

 

𝐼𝑖,𝑡 = 𝛼 𝑃𝑖,𝑡
𝜛1𝐴𝑖,𝑡

𝜛2𝑇𝑖,𝑡
𝜛3𝑣𝑖,𝑡                                         (1)  

 

Where 𝐼 denotes environmental impact (C02 emissions), 𝑃 is population; 𝐴 is the affluence 

factor (GDP) and 𝑇 captures technology (ICT). 𝑣 is the shock or error term; 𝑖 is index of the 

individual country and 𝑡 is time. Next, the STIRPAT framework is linearised and respecified 

as:  

log 𝑐𝑜2𝑖,𝑡 =  𝛼 + 𝜛1 log𝑃𝑜𝑝𝑖,𝑡 + 𝜛2 log𝑔𝑑𝑝𝑖,𝑡 + 𝜛1 log 𝑖𝑐𝑡𝑖,𝑡 + 𝑣𝑖,𝑡   (2) 
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As before, CO2 is captured carbon dioxide emissions per capita, 𝑝𝑜𝑝 is population, and 𝐼𝐶𝑇 

(cyber, mobile, broadband). We then include other covariates that are likely to impact on CO2 

in the environment of study such as 𝐴𝑔𝑟𝑖𝑐𝑢𝑙𝑡𝑢𝑟𝑎𝑙 (𝑎𝑔𝑟𝑖𝑐) and 𝑇𝑟𝑎𝑑𝑒 𝑂𝑝𝑒𝑛𝑛𝑒𝑠𝑠 (𝑡𝑟𝑎𝑑𝑒); 

𝐸𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 (𝐸𝑑𝑢). Thus, our model is respecified along with a uniformed parameter as:  

 

log𝑂2𝑖,𝑡 = 𝛽0 + 𝛽1 log 𝑝𝑜𝑝𝑖,𝑡 + 𝛽2 log𝑔𝑑𝑝𝑖,𝑡 + 𝛽3 log 𝑖𝑐𝑡𝑖,𝑡 + 𝛽4 log𝑎𝑔𝑟𝑖𝑐𝑖,𝑡 +

𝛽5  log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡 + 𝛽6  log 𝑒𝑑𝑢𝑖,𝑡 + 𝑣𝑖,𝑡     (3) 

 

Where 𝛽0 𝑎𝑛𝑑 𝛽1−6 are parameters, the former is the intercept while the latter is the elasticity 

of each variable, 𝑣  is the shock. 

 

3.2.2 Long and Short Run Dynamics 

In this study, the empirical strategy's is framed in Panel VAR/VEC Granger causality. 

Granger (1969, 1988) proposed a dynamic model that can decompose the short and long run 

tendencies among factors. The Granger causality tests have become the fundamental for both 

time series and panel data analyses. The approach is widely applied in all disciplinary studies, 

given that Granger causality does engender causal concepts (see Haavelmo, 1944, Holland, 

1986; Spanos, 1989, Pindyck & Rotemberg, 1990; Reboredo, 2013). Three conditions must 

be satisfied before implementing a Panel Granger causality which are: (a) all the series must 

be stationary after differencing; (b) there must be evidence of cointegration among the series 

(Pesaran, 2015); (c) lag selection criteria must be satisfied. Fortunately, the aforementioned 

conditions appeal to our analysis. 

 

4. Empirical Results 

This section discusses the empirical results and offers a thorough explanation of the findings. 

It also contrasts findings with the previous study. 

 

4.1 Panel Unit root tests  

In the preceding section, the PPCA, summary statistics, CD tests, and slope heterogeneity test 

have been conducted. It is fair to check the series' stationarity properties to uncover more 

information on the series. Three serious implications may arise if the panel unit root tests are 

overlooked—first, the possibility of using a spurious regression to understand its behaviour. 
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Second, the neglect of using a series which exhibits a random walk with long cycle without 

treatment, making the results invalid as the series is unlikely to follow a normal distribution 

(Stock & Watson, 2007). Third, the failure to check the potential stationarity in the dataset 

may lead to misinterpretation of results. The Levin et al. (2002) (hereafter, LLC) and Im et al. 

(2003) (hereafter, IPS) panel unit root tests are implemented. The empirical results of the 

panel unit root tests are presented in Table 5. 

 

Table 5 

 

The overall evidence from Table 5 suggests non stationarity of all the variables at level series. 

This is not surprising because it is unusual for macroeconomic variables to exhibit reasonable 

stationarity in level series owing to business cycle disturbances that can loom substantially 

(Asongu, 2014). Particularly, in the climate change variables that exhibit some volatility (see 

Shahbaz et al., 2018). To circumvent the problem, if a variable is not stationary, 

contemporaneous, and lagged, the option suggested by Stock and Watson (2007 and Brooks 

(2019) is transformation, by taking the first difference of the variables. All the variables 

become stationary after taking the first differences in both LLC and IPS tests. So, we 

conclude that all the variables are stationary and integrated with order 1(1).  

 

Prior research has cautioned that the LLC and IPS panel unit roots tests are unlikely to suffice 

because one significant flaw is their failure to account for the potential issue of structural 

breaks and idiosyncratic components of the unobservable elements in the series (Bai & 

Carrion-i-Silvestre, 2009; Liu et al., 2021). Therefore, we reconsidered the third-generation 

unit root tests developed by Bai and Carrion-i-Silvestre (2009). The Bai and Carrion -i-

Silvestre (2009) panel unit root test offers a unique solution as it helps to check for potential 

issues of cross-sectional dependence, heterogenous slope coefficients and structural break in 

the series. Table 6 present the empirical results of the Bail and Carrion panel unit tests. 

 

Table 6 

 

Interestingly, the results of the Bai and Carrion- i- Silvestre panel unit roots tests indicates 

that all the variables are stationary at first different which is consistent with the earlier results 

of the LLC and IPS unit root tests.  
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4.2 Lag Selection Criteria  

In the proceeding section, the variables only become stationary after first differencing, which 

implies that testing for cointegration is crucial to validate whether the variables can converge 

to their long term mean values. To realise cointegration, lag selection is required. We then 

use three main criteria to determine the appropriate lag. The criteria used are as follows: the 

Akaike (AIC), Schwartz Bayesian (SC), and Hannan-Quinn (HQ) Information Criteria and 

the results are presented in Table 7.  

Table 7 

Overall evidence from Table 7 suggests that lag 3 is selected as optimal from all the lag 

criteria. This enables us to proceed to move on to check the cointegration of the series. 

4.3 Panel Cointegration tests   

We now turn to the check cointegration after two important conditions have been satisfied. 

First, the series are stationary at first difference; second, an optimal lag of 3 has been 

selected. To check cointegration among the series, two Panel cointegration tests are 

implemented. The first is based on the Pedroni (1999, 2001, 2004) cointegration test (STATA 

Xtpedroni) that checks the existence of cointegration among non-stationary series in panel 

data. Pedroni cointegration provides seven important criteria for validating whether a series is 

cointegrated. Table 7-9 present empirical results of the panel cointegration tests with the 

associated hypothesis. 

 

Table 8 

 

Table 9 

 

The overall evidence from Tables 8 and 9 confirmed the existence of cointegration among the 

variables. Specifically, the seven statistical criteria contained in the Pedroni panel 

cointegration tests and the Kao cointegration tests admitted that cointegration exists among 

the variables for the Eastern and Southern African countries examined.  

 

The reliability of Pedroni and Kao panel cointegration tests is not without serious 

shortcomings.  One issue with these first-generation panel cointegration tests is that they are 

not designed to deal with structural breaks that are common in time series when analysing 
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data with time trends and long cycles (Blomquist & Westerlund, 2013). To address the 

problem of first-generation panel cointegration tests, we use third-generation panel 

cointegration tests developed by Westerlund and Edgerton (2008). The Westerlund and 

Edgerton (2008) cointegration approach is considered because it accounts for heteroskedastic 

and serial correlated errors, unit root specific time trend, cross sectional dependence and 

unknown structural break. Another important motivation for using the Westerlund and 

Edgerton panel cointegration test is that it increases statistical power through the pooling of 

information across units. Table 10 presents the empirical results of the Westerlund and 

Edgerton’s panel cointegration tests.  

 

Table 10 

 

The empirical evidence supported the existence of cointegration among the variables and was 

found to be consistent with Pedroni and Kao's cointegration test results. These results enable 

us to proceed and conduct the panel Granger causality tests. 

 

4.4 Panel Granger Causality / Block Exogeneity Wald 

 

As earlier mentioned, the cointegration theory is important for establishing whether the 

variables can revert to their long term mean but does not uncouple the dynamic relationship 

connecting the short run to the long run (Granger, 1969; Bressier & Seth, 2011; Dimitrescu & 

Hurlin, 2012; Kuruppuarachchi & Premachandra, 2016). One main approach that often serves 

as motivation is the Panel VAR/VEC Granger causality approach to bridge this gap. The 

approach is justified as it provides an avenue to explain the short run and long run among the 

variables. Table 11 summarises the empirical evidence from the Panel VAR/VEC Granger 

causality tests showing the long and short run dynamics among the variables.  

 

Table 11 

 

The overall evidence from Table 11 is discussed as follows.  First, there was existence of 

long and short run relationships among the variables. Second, the convergence speed was 

relatively slow, indicating a delay in the convergence of the variable to their long-term mean. 

Third, education and ICT unidirectionally Granger causes CO2 emission. The evidence 

suggests that education can provide a foundation for science; technology and innovation that 

could help create awareness about the consequences of global warming on the population. 
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For example, environmental education at all levels of education can help change the attitude 

of the people towards the environment. Similarly, an improve connectivity through newer and 

broader ICT coverage can help reduce carbon emissions and promote sustainability through 

access to resources, carbon monitoring and knowledge sharing.  

 

Fourth, the mechanism through which education and ICT explain CO2 emissions per capita 

in Eastern and Southern Africa has been identified as agriculture and population. Precisely, 

evidence also suggests that agriculture bidirectionally Granger causes CO2 emissions per 

capita among in the Eastern and Southern African countries. The evidence confirmed the 

contribution of agricultural activities to climate crisis and education can help resolve the 

problem. For example, farmers and fishers still rely on traditional means of production and 

access to education could help in more innovation-driven practices and effective usage of 

ICT facilities in order to improve the environment. Likewise, the evidence of bidirectional 

Granger causality between population and carbon emission suggests that proportionate 

growth in population contributes to climate crisis and significant effort is needed to educate 

the population on the consequences of overpopulation on climate risk. This can help prevent 

tragic loss of life, particularly in the climate related hotspots. Fifth, education and agriculture 

unidirectional Granger cause trade openness, whereas bidirectional causality between 

education and ICT is observed. Our results are consistent with Ahmed et al. (2020) and 

Shahbaz et al.  (2014, 2016, 2019). 

 

Implication of findings: The unidirectional causality between education and ICT and carbon 

emissions pose a serious consequence for the sampled Eastern and Southern African 

countries. First, the sampled countries are poorly educated, and ICT investment is slowly 

growing, which is reflected from the results. Second, the sampled countries have teeming 

populations and depend on agriculture as a means of livelihood, which explains the 

bidirectional relationships observed between population, agriculture and CO2 emissions per 

capita. Similarly, the unidirectional causality flow running from agriculture and education to 

trade openness is not surprising. This is because the regions are centres of tourist attraction 

and appear to be among the oldest trading networks for agricultural production.   

 

5. Conclusion, implications, and future research directions  

Recent empirical research is divided into whether education and ICT support environmental 

sustainability. This motivates the need to confirm the criticality of education and ICT for 
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carbon abatement in Eastern and Southern African communities. The empirical contribution 

of our study is discussed in a panel approach. The empirical evidence is based on time series 

method and the step-by-step analysis is discussed as follows. First, we carried out an initial 

assessment of the variables used for ICT using the panel principal component analysis, which 

enabled us to determine the appropriate indicator to capture technology. Next, we carried out 

an initial preliminary check on the variables using cross-sectional dependency tests and slope 

heterogeneity test, while combining the LLC and IPS and Carrion -i-Silvestre (2009) panel 

unit tests to check the stationarity of the series and examining the appropriate lag selection 

using AIC, SC, and HQ criteria. Second, three robust panel cointegration approaches based 

on the Pedroni (1999, 2001), Kao (1999), Westerlund and Edgerton’s (2008) procedures were 

implemented. Finally, we used the panel VAR/VECGranger causality to uncouple the short-

and long-run dynamics and the speed of convergence of the variables to their long-term 

mean. Our findings confirmed the existence of cointegration among variables with a 

relatively low speed of convergence. Further results show that education and ICT matter for 

carbon abatement in the sampled countries. Our study's results confirm evidence from 

another region reported by Ahmed et al. (2016, 2019, 2020) and Shahbaz et al. (2014, 2016, 

2020). In contrast, the evidence does not support the earlier findings ofAsongu et al. (2018) 

who established that the effect of ICT is contingent on ICT thresholds and Khan et al. (2018) 

who found no evidence of ICT reducing carbon emissions, except when contingent on GDP 

and Research and Development (R&D).  

 

Our findings are important for the strategic planning of climate change policies tailored to 

reduce climate impact in East African and Southern African countries. Similarly, 

environmental and economic planning must be taken seriously to ensure environmental 

sustainability and improve regional growth. 

 

Two implications can be derived from the findings. First, policymakers must encourage 

sustainable values, synthesise, and use emerging ICT through understanding of the risk of 

environmental degradation. Second, policymakers should invest in Africa teaching, science, 

community engagement and university management. Third, there is an immediate need to 

encourage creativity through ICT focused on best sustainable practises that can be 

accomplished by improving positive behaviours and behaviour change, all meant to ensure a 

continent that is environmentally resilient. 
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Future studies can evaluate the dynamics of farmers’ education and ICT in promoting 

environmental sustainability in the Eastern and Southern Africa. This suggested future 

research direction complements the findings of the present study. 

 

 
Table 1. summary statistics     

Variables Mean Std. Dev. Obs. 

Co2 0.3 0.11 288 

edu 0.4 0.12 288 
ict 0.42 0.21 288 
gdp 29940.2 37892.5 288 
pop 808.3 2877.8 288 

agric 67.0 46.5 288 
trade 46.45 21.46 288 

Notes. Carbon emissions per capita (co2), edu, education, ict, Technology, gdp, growth; population (pop), agric, 
agricultural, trade, Trade openness.  

 
 

 

Table 2. Principal Component Analysis 

     

Variables Eigenvalue Difference Proportion Cumulative 

proportion 

PC1 2.79 2.62 0.93 0.93 

PC2 0.17 0.14 0.05 0.98 

PC3 0.033  0.011 1.0 

     

Eigenvectors 

Components 

PC1 PC2 PC3 Unexplained 

cyber 0.589 -0.51 0.629 0 

Broadband 0.581 -0.26 -0.762 0 

mobile 0.562 -0.81 0.14 0 

     

Correlation 

Matrix 

cyber broadband mobile  

cyber 1    

broadband 0.96 1   

mobile 0.84 0.85 1  
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Table 3. Residual Cross Section Dependency Tests 

Tests T-stat P-value 

Breush-Pagan LM 340.8*** 0.00 

Pasaran Scaled LM 23.9*** 0.00 

Pesaran CD 8.633*** 0.00 

Notes. The signs and is the statistical significance level at 1%, 5%m and 10% respectively.  
 *** 𝑝 < 0.001 

 

 
Table 4. Pesaran and Yamagata (2008) Slope Heterogeneity Tests 

Statistics CO2 edu ict gdp pop agric trade 

Delta tilde (∆̂) 6.51*** 8.19*** 6.49*** 8.21*** 9.37*** 6.02*** 8.03*** 

Delta tilde∆̂ 𝒂𝐝𝐣 7.24*** 8.56*** 7.01*** 8.60*** 9.84*** 6.59*** 8.49*** 

Notes. Carbon emissions per capita (co2), edu, education, ict, Technology, gdp, growth; population (pop), agric, 
agricultural, trade, Trade openness. *** denotes significance at the 10%; 5%; 1% 
 

 

 

 

 

 

 

 

 

 

 

  

Table 5. Panel unit roots tests 

Variables At level At first differences 

No time effect Time effects No time effect Time effects Remarks 

LLC tests      

CO2 1.68 -5.8 -12.8** -10.4** I (1) 

edu -1.24 -7.3 -14.3** -12.5** I (1) 

ict -2.2 -5.2 -9.85** -11.97** I (1) 
gdp 1.65 -4.3 4.4** -4.5** I (1) 
pop 1.28 -1.5.6 5.56** -6.8** I (1) 

agric -2.78 -5.07 -3.16** -3.15** I (1) 

trade -1.40 -4.56 -3.61** 6.3** I (1) 

      

IPS test      

Co2 -1.35 -2.23 -4.9** -5.26** I (1) 

edu -2.06 -3.52 -6.24** -6.26** I (1) 

ict -0.84 -1.28 -3.95** -4.1** I (1) 

gdp -1.3 -2.07 -5.3** -4.61** I (1) 
pop -1.27 -3.85 -5.54** -6.46** I (1) 

agric 1.30 1.85 -2.45** -6.34** I (1) 
trade -2.29 -3.90 -8.11** -8.9** I (1) 

Notes. Carbon emissions per capita (CO2), Edu, education, Technology (ICT), GDP, growth; population (pop), Agricultural 

(Agric), Trade openness (Trade). ** denotes the rejection of null hypothesis at the5% significant level. 
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Table 6. Bai and Carrion – i- Silvestre (2009) Panel Unit Root Tests 
Variable Level First Difference 

Z statistics Pm statistics P statistics Z statistics Pm 

statistics 

P statistics 

CO2 0.61 -0.36 36.45 -1.82** 2.56** 62.33*** 

edu -0.33 -0.38 37.20 -2.41** 2.70** 56.49*** 

ict -0.12 -1.24 35.19 -1.91* 2.43** 61.49*** 

gdp 0.81 -1.26 31.47 -1.88* 1.86** 53.90** 

pop -0.48 -0.53 34.16 -1.65* 2.75*** 61.54*** 

agric -0.65 -1.22 35.61 -2.13*** 2.93*** 63.51*** 

trade -0.53 -1.38 32.02 -1.82** 2.56** 55.18*** 

       

 Critical Values   

  Criteria Z statistics Pm statistics   

  1% 2.23 56.06   

  5% 1.64 48.90   

  10% 1.28 44.60   

Notes.Co2, Carbon emissions per capita, edu, education, ict, Technology, gdp, growth; population (pop), agric, agricultural, 
trade, Trade openness. ***; **; * denotes the rejection of null hypothesis at 1%,5% and 10% significant levels respectively. 

 

 

 

 

 

 

 

 

Table 7. VAR Lag Order Selection Criteria 

 Lag LogL LR FPE AIC SC HQ 

       0 -9712.977 NA   3.55e+26  80.99981  81.10133  81.04072 

1 -9433.387   4407.208   3.45e+18   72.41156   64.22371   63.73879 

2 -8398.791  64.86781  3.40e+18  65.53159  65.05437  63.54516 

3 -7368.450  55.11907*  3.37e+18*  62.68708*  63.92049*  64.58698* 

       

Notes: * indicate the Automatic lag length selection based on AIC, SC, HQ criterion. Each value of LR statistics at 5%  

Table 8: Panel cointegration test results 

Pedroni Cointegration 

Test 
𝐏𝐚𝐧𝐞𝐥 

𝐯 − 𝐬𝐭𝐚𝐭 
 

𝐏𝐚𝐧𝐞𝐥 
𝛔 − 𝐬𝐭𝐚𝐭 

 

𝐏𝐚𝐧𝐞𝐥 
𝛒𝛒
− 𝐬𝐭𝐚𝐭 

 

𝐏𝐚𝐧𝐞𝐥 
𝐚𝐝𝐟
− 𝐬𝐭𝐚𝐭 

 

𝐆𝐫𝐨𝐮𝐩 

𝐏𝐚𝐧𝐞𝐥 
𝛔 − 𝐬𝐭𝐚𝐭 

 

𝐆𝐫𝐨𝐮𝐩 

𝐏𝐚𝐧𝐞𝐥 
𝛒𝛒
− 𝐬𝐭𝐚𝐭 

 

𝐆𝐫𝐨𝐮𝐩 

𝐏𝐚𝐧𝐞𝐥 
𝐚𝐝𝐟 − 𝐬𝐭𝐚𝐭 

 

𝐒𝐭𝐚𝐭𝐢𝐬𝐭𝐢𝐜 -3.50** 2.32** -4.1** -4.58 -3.4** -5.5** 4.69** 

P-value (0.00) (0.01) (0.00) (0.003) (0.023) (0.053) (0.01) 
Notes. ** denotes the rejection of null hypothesis at the 5% significant level. 
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Table 9: Kao Cointegration tests results   

Cointegration Test Statistic P-value 

ADF -2.2305** 0.0001 

Notes. ** denotes the rejection of null hypothesis at the 5% significant level. 
 

 
 

Table 10. Westerlund and Edgerton’s (2008) Panel Cointegration Tests 

Test Statistics Mean Shift Regime Shift 

𝐙𝛗(𝐍) -1.748** 

(0.005) 

-2.540** 

(0.001) 

   

𝐙𝛕(𝐍) -2.731**  
(0.004) 

-5.107**  
(0.00) 

   
Notes. ** denotes the rejection of null hypothesis at the 5% significant level. 

 

 
 

 
 

Table 11.  Granger Causality Tests – VAR/VEC Approach 

 
 

Independent 

Variable 

 
The Direction of Causality 

Dependent variable 

 
Long run 

∆co2t ∆edut ∆ictt ∆gdpt ∆popt ∆agrict ∆tradet vctt−1 

∆𝐜𝐨𝟐𝐭−𝐤 - 2.27 3.68 
[0.16] 

0.27 
[0.17] 

4.92** 
[0.00] 

15.6** 
[0.00] 

0.005 
[0.22] 

-0.82** 
(0.09) 

[-10.23) 

 

∆𝐞𝐝𝐮𝐭−𝐤 

11.9*** 

[0.00] 

- 18.9** 

[0.00] 

0.35 

[0.23] 

5.32** 

[0.00] 

1.16 

[0.36] 

10.1** 

[0.00] 

-0.02** 

(0.01) 

[-1.79) 

 

∆𝐢𝐜𝐭𝐭−𝐤 

4.7** 

[0.00] 

4.57** 

[0.01] 

- 0.45 

[0.48] 

0.49 

[0.49] 

10.2** 

[0.00] 

1.52 

[0.16] 

-0.4** 

(0.00) 

[-2.91] 

 

∆𝐠𝐝𝐩𝐭−𝐤 

7.5** 

[0.00] 

0.58 

[0.24] 

1.96 

[0.37] 

- 0.004 

[0.12] 

14.9** 

[0.00] 

1.49 

[0.50] 

0.01  

(0.02)  

[0.72] 

∆𝐩𝐨𝐩𝐭−𝐤 31.9** 

[0.00] 

4.07 

[0.20] 

0.66 

[0.18] 

0.008 

[0.50] 

- 18.0**  

[0.00] 

0.13 

[.43] 

-0.41** 

(0.01)  

[-3.06] 

 

∆𝐚𝐠𝐫𝐢𝐜𝐭−𝐤 

21.2** 

[0.00] 

1.96 

[0.44] 

1.78 

[0.13] 

5.04*** 

[0.00] 

0.14 

[0.31] 

- 25.0*** 

[0.00] 

0.81** 

(0.81)  

[0.01] 

 

∆𝐭𝐫𝐚𝐝𝐞𝐭−𝐤 

3.53 

[0.15] 

3.23 

[0.19] 

14.3** 

[0.00] 

5.63*** 

[0.00] 

0.15 

[0.57] 

22.9*** 

[0.00] 

- 0.60 

(0.01)  

[0.01] 
Notes. Carbon emissions per capita (co2), edu, education, ict, Technology,gdp, growth; population (pop), agric, 
agricultural, trade, Trade openness. ***; **; * ,denotes the rejection of null hypothesis at 1%,5% and 10% significant levels 
respectively. 
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Appendix A: Descriptions and sources of variables  

Variables Abbreviations Descriptions Sources. 

Environmental impacts Co2 CO2 emissions (metric tons per capita) World Bank 

Education edu School enrolment, tertiary (% gross) World Bank 

ICT Variable ict Internet users are individuals who have used 

the Internet (from any location).  

World Bank 

Income per capita gdp Real GDP per capita World Bank 

Population pop Population total World Bank 

Agric agric Real Agricultural, forestry, and fishing, value 

added 

World Bank 

Trade Openness trade Trade (% of GDP) World Bank 

 

 

 

 

 

   Appendix B: East Africa Countries  

 

1 Kenya 8 Sudan 

2 Uganda 9 Mozambique 

3 Tanzania 10 Zambia 

4 Ethiopia 11 Mauritius 

5 Rwanda 12 Zimbabwe 

6 Djibouti   

7 Madagascar   

 

 

 

Appendix C 

Equation (4) is respecified in the Panel Granger causality capturing the long run and short run 

dynamics of the factors. 
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log 𝑐𝑜2𝑖,𝑡 = 𝛽10 + ∑ 𝛽11𝑖𝑘

𝑞

𝑘=1

log 𝑐𝑜2𝑖,𝑡−𝑘 + ∑ 𝛽12𝑖𝑘

𝑞

𝑘=1

log𝑝𝑜𝑝𝑖,𝑡−𝑘 + ∑ 𝛽13𝑖𝑘

𝑞

𝑘=1

log𝑔𝑑𝑝𝑖,𝑡−𝑘

+ ∑ 𝛽14𝑖𝑘

𝑞

𝑘=1

log 𝑖𝑐𝑡𝑖,𝑡−𝑘 + ∑ 𝛽15𝑖𝑘

𝑞

𝑘=1

log 𝑎𝑔𝑟𝑖𝑐𝑖,𝑡−𝑘 + ∑ 𝛽16𝑖𝑘

𝑞

𝑘=1

log 𝑟𝑎𝑑𝑒𝑖,𝑡−𝑘

+ ∑ 𝛽17𝑖𝑘

𝑞

𝑘=1

log 𝑒𝑑𝑢𝑖,𝑡−𝑘 + 𝛼1𝑖𝐸𝐶𝑀𝑖𝑡−1 + 𝜇1𝑖,𝑡                                                 (4) 

log𝑝𝑜𝑝𝑖,𝑡 =  𝛽20 + ∑ 𝛽21𝑖𝑘

𝑞

𝑘=1

log𝑝𝑜𝑝𝑖,𝑡−𝑘 + ∑ 𝛽22𝑖𝑘

𝑞

𝑘=1

log 𝑐𝑜2𝑖,𝑡−𝑘 + ∑ 𝛽23𝑖𝑘

𝑞

𝑘=1

log𝑔𝑑𝑝𝑖,𝑡−𝑘

+ ∑ 𝛽24𝑖𝑘

𝑞

𝑘=1

log 𝑖𝑐𝑡𝑖,𝑡−𝑘 + ∑ 𝛽25𝑖𝑘

𝑞

𝑘=1

log𝑎𝑔𝑟𝑖𝑐𝑖,𝑡−𝑘 + ∑ 𝛽26𝑖𝑘

𝑞

𝑘=1

log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡−𝑘

+ ∑ 𝛽27𝑖𝑘

𝑞

𝑘=1

log 𝑒𝑑𝑢𝑖,𝑡−𝑘 + 𝛼2𝑖𝑒𝑐𝑡𝑖𝑡−1 + 𝜇2𝑖,𝑡                                               (5) 

 

log𝑔𝑑𝑝𝑖,𝑡 =  𝛽30 + ∑ 𝛽31𝑖𝑘

𝑞

𝑘=1

log𝑔𝑑𝑝𝑖,𝑡−𝑘 + ∑ 𝛽32𝑖𝑘

𝑞

𝑘=1

log𝑝𝑜𝑝𝑖,𝑡−𝑘 + ∑ 𝛽33𝑖𝑘

𝑞

𝑘=1

log 𝑐𝑜2𝑖,𝑡−𝑘

+ ∑ 𝛽34𝑖𝑘

𝑞

𝑘=1

log 𝑖𝑐𝑡𝑖,𝑡−𝑘 + ∑ 𝛽35𝑖𝑘

𝑞

𝑘=1

log𝑎𝑔𝑟𝑖𝑐𝑖,𝑡−𝑘 + ∑ 𝛽36𝑖𝑘

𝑞

𝑘=1

log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡−𝑘

+ ∑ 𝛽37𝑖𝑘

𝑞

𝑘=1

log 𝑒𝑑𝑢𝑖,𝑡−𝑘 + 𝛼3𝑖𝑒𝑐𝑡𝑖𝑡−1 + 𝜇3𝑖,𝑡                                                (6) 

 

 

log 𝑖𝑐𝑡𝑖,𝑡 = 𝛽40 + ∑ 𝛽41𝑖𝑘

𝑞

𝑘=1

log 𝑖𝑐𝑡𝑖,𝑡−𝑘 + ∑ 𝛽42𝑖𝑘

𝑞

𝑘=1

log𝑝𝑜𝑝𝑖,𝑡−𝑘 + ∑ 𝛽43𝑖𝑘

𝑞

𝑘=1

log𝑔𝑑𝑝𝑖,𝑡−𝑘

+ ∑ 𝛽44𝑖𝑘

𝑞
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log 𝑐𝑜2𝑖,𝑡−𝑘 + ∑ 𝛽45𝑖𝑘

𝑞

𝑘=1

log 𝑎𝑔𝑟𝑖𝑐𝑖,𝑡−𝑘 + ∑ 𝛽46𝑖𝑘

𝑞

𝑘=1

log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡−𝑘

+ ∑ 𝛽47𝑖𝑘

𝑞

𝑘=1

log 𝑒𝑑𝑢𝑖,𝑡−𝑘 + 𝛼4𝑖𝑒𝑐𝑡𝑖𝑡−1 + 𝜇4𝑖,𝑡                                                   (7) 
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log𝑎𝑔𝑟𝑖𝑐𝑖,𝑡 = 𝛽50 + ∑ 𝛽51𝑖𝑘

𝑞

𝑘=1

log𝑎𝑔𝑟𝑖𝑐𝑖,𝑡−𝑘 + ∑ 𝛽52𝑖𝑘

𝑞

𝑘=1

log𝑝𝑜𝑝𝑖,𝑡−𝑘

+ ∑ 𝛽53𝑖𝑘

𝑞

𝑘=1

log𝑔𝑑𝑝𝑖,𝑡−𝑘 + ∑ 𝛽54𝑖𝑘

𝑞

𝑘=1

log 𝑖𝑐𝑡𝑖,𝑡−𝑘 + ∑ 𝛽55𝑖𝑘

𝑞

𝑘=1

log 𝑐𝑜2𝑖,𝑡−𝑘

+ ∑ 𝛽56𝑖𝑘

𝑞

𝑘=1

log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡−𝑘 + ∑ 𝛽57𝑖𝑘

𝑞

𝑘=1

log 𝑒𝑑𝑢𝑖,𝑡−𝑘 + 𝛼5𝑖𝑒𝑐𝑡𝑖𝑡−1 + 𝜇5𝑖,𝑡    (8) 

 

log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡 =  𝛽60 + ∑ 𝛽61𝑖𝑘

𝑞

𝑘=1

log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡−𝑘 + ∑ 𝛽62𝑖𝑘

𝑞

𝑘=1

log𝑝𝑜𝑝𝑖,𝑡−𝑘

+ ∑ 𝛽63𝑖𝑘

𝑞

𝑘=1

log𝑔𝑑𝑝𝑖,𝑡−𝑘 + ∑ 𝛽64𝑖𝑘

𝑞

𝑘=1

log 𝑖𝑐𝑡𝑖,𝑡−𝑘 + ∑ 𝛽65𝑖𝑘

𝑞

𝑘=1

log 𝑎𝑔𝑟𝑖𝑐𝑖,𝑡−𝑘

+ ∑ 𝛽66𝑖𝑘

𝑞

𝑘=1

log 𝑐𝑜2𝑖,𝑡−𝑘 + ∑ 𝛽67𝑖𝑘

𝑞

𝑘=1

log 𝑒𝑑𝑢 + 𝛼6𝑖𝑒𝑐𝑡𝑖𝑡−1

+ 𝜇6𝑖,𝑡                                                                                                                             (9) 

 

log 𝑒𝑑𝑢𝑖,𝑡 = 𝛽70 + ∑ 𝛽71𝑖𝑘

𝑞

𝑘=1

log 𝑒𝑑𝑢𝑖,𝑡−𝑘 + ∑ 𝛽72𝑖𝑘

𝑞

𝑘=1

log𝑝𝑜𝑝𝑖,𝑡−𝑘 + ∑ 𝛽73𝑖𝑘

𝑞

𝑘=1

log𝑔𝑑𝑝𝑖,𝑡−𝑘

+ ∑ 𝛽74𝑖𝑘

𝑞

𝑘=1

log 𝑖𝑐𝑡𝑖,𝑡−𝑘 + ∑ 𝛽75𝑖𝑘

𝑞

𝑘=1

log𝑎𝑔𝑟𝑖𝑐𝑖,𝑡−𝑘 + ∑ 𝛽76𝑖𝑘

𝑞

𝑘=1

log 𝑡𝑟𝑎𝑑𝑒𝑖,𝑡−𝑘

+ ∑ 𝛽77𝑖𝑘

𝑞

𝑘=1

log 𝑐𝑜2𝑖,𝑡−𝑘 + 𝛼7𝑖𝑒𝑐𝑡𝑖𝑡−1 + 𝜇6𝑖,𝑡(10) 

 

 

In equation 4-10,  𝛽10, 𝛽2, 𝛽30, 𝛽40, 𝛽50, 𝛽60, 𝛽70, are taken as intercepts associated with an 

individual model for each variable; 𝛽11−16, 𝛽21−26, 𝛽31−36 , 𝛽41−46, 𝛽51−56, 𝛽61−66, 𝛽71−22 

are parameters and elasticities for each model associated with endogenous factors; 𝑝 is the 

lag length, and it is selected using the AIC, SC and HQ criteria;  𝜇1𝑖,𝑡, 𝜇2𝑖,𝑡, 𝜇3𝑖,𝑡 , 𝜇4𝑖,𝑡 , 𝜇5𝑖,𝑡 ,

𝜇6𝑖,𝑡, 𝜇7𝑖,𝑡   are the shocks arising from each variable transmitted to climate change from each 

endogenous model; Δ is the difference operator; 𝛼, is the short-run dynamic coefficient to be 

estimated and the serially uncorrelated error term is  𝜇𝑖,𝑡 ; 𝑞  which is the optimal lag length 
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reduced by 1,  𝛼 is the speed of adjustment parameter with a negative sign, and ect𝑡−1 is the 

error correction term, which is the lagged value of the residuals obtained from the 

cointegration regressions of the dependent variable on the regressors. Thus, the past 

disequilibrium term (i.e., ect) determines if the long-run causality holds.    

 

Pedroni (1999, 2002) describe the seven statistical criteria as follows.  

 

(a) Panel  𝑣−. 𝑠𝑡𝑎𝑡istic    

𝑃𝑎𝑛𝑒𝑙 𝑣:  𝑇2𝑁
2

3⁄ (∑ ∑ �̃�11𝑖
−2𝑇

𝑡=1
𝑁
𝑖=1 �̃�𝑖,𝑡−1

2 )
−1

                                                                    (15) 

(b) Panel 𝜌 − 𝑆𝑡𝑎𝑡istic 

     𝑇 √𝑁(∑ ∑ �̃�11𝑖
−2𝑇

𝑡=1
𝑁
𝑖=1 �̃�𝑖,𝑡−1

2 )
−1

∑ ∑ �̃�11𝑖
−2𝑇

𝑡=1
𝑁
𝑖=1 (�̃�𝑖,𝑡−1 − ∆�̃�𝑖,𝑡 − �̃�𝑖)(𝑏)                        (16) 

(c) Panel 𝑡 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 (𝑛𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐) 

      (�̃�𝑁,𝑇
2 (∑ ∑ �̃�11𝑖

−2𝑇
𝑡=1

𝑁
𝑖=1 �̃�𝑖,𝑡−1

2 )
−1

2⁄ ∑ ∑ �̃�11𝑖
−2𝑇

𝑡=1
𝑁
𝑖=1   ( �̃�𝑖,𝑡−1 − ∆�̃�𝑖,𝑡 − �̃�𝑖)                   (17) 

 

(d) Panel 𝑡 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 (𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐) 

(�̃�𝑁,𝑇
2 ∑ ∑ �̃�11𝑖

−2𝑇
𝑡=1

𝑁
𝑖=1 �̃�𝑖,𝑡−1

2 )
−1

2⁄ ∑ ∑ �̃�11𝑖
−2𝑇

𝑡=1
𝑁
𝑖=1   (�̃�𝑖,𝑡−1 − ∆�̃�𝑖,𝑡 (18) 

 

(e)  Group 𝜌 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 

 

𝑇 1
√𝑁

⁄ ∑ ∑ �̃�11𝑖
−2𝑇

𝑡=1
𝑁
𝑖=1 �̃�𝑖,𝑡−1

2 )
−1

2⁄ ∑ (𝑇
𝑖=1 �̃�𝑖,𝑡−1 − ∆�̃�𝑖,𝑡 − �̃�𝑖)                                            (19) 

(f) Group 𝑡 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐 (𝑛𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐) 

 

1
√𝑁

⁄ ∑ (�̃�𝑖
2𝑁

𝑖=1 ∑ �̃�11𝑖
−2𝑇

𝑡=1 �̃�𝑖,𝑡−1
2 )

−1
2⁄ ∑ (𝑇

𝑖=1 �̃�𝑖,𝑡−1 − ∆�̃�𝑖,𝑡 − �̃�𝑖)                                        (20) 

 

(g) Group 𝑡 − 𝑆𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 (𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐) 

1
√𝑁

⁄ ∑ ∑ 𝑆11𝑖
−2̃𝑇

𝑡=1
𝑁
𝑖=1 �̃�𝑖,𝑡−1

2 )
−1

2⁄ ∑ �̃�𝑖,𝑡−1
𝑇
𝑖=1  − ∆�̃�𝑖,𝑡                                                            (21) 

 

The panel 𝑡  and 𝑃𝑎𝑛𝑒𝑙 𝜌 are called with dimension residual based on cointegrated tests. The 

group panel dimension is the group 𝑡, and 𝑔𝑟𝑜𝑢𝑝 𝜌which is the null of no cointegration 

statistics, and others, respectively.  
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The null hypothesis of no panel cointegration in each statistic is expressed as:  

𝐻0 ∶  𝜃𝐼 = 1 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 = 1…………… .𝑁, 

 

The alternative hypothesis of the between dimension based on the statistics procedure is 

stated as 

𝐻1 ∶  𝜃𝐼 < 1 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑖 = 1…………… .𝑁, 

 

A similar value of 𝜃𝐼 =  𝜃 is not essential. 
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